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Consider the paradigm: More power to
the user, Empowering users by
integrating Als should be about making
the Al something the user can rely upon
in a plethora of practical user contexts.

T A T S I_l A P E Prior research has explored: “What is
the role of trust and reliability in

automation?” (Desai et al,, 2009; Lee &
T E | R See, 2004) But these questions have

been asked in robotic automation and

not digital ML-based Al automation.

With regards to ML-based Al,
researchers have focused on XAl
(Explainable Al) and how it can improve

We first need to understand what trust in Al by displaying to the user how
factors shape a user's experience of the Al got its results. XAl hastily offered
Al? Specifically, we want to understand as the solution, presumes a lack of
what are some of the factors which transparency as the root cause of the
affect people’s experience of trust in user’s trust issues with Al. (Du et al.,
Al? 2019, p. 21:2; Wang, et al., 2019, p. 2;

Yang, 2020; Yang, et al., 2020;)



The second question to address must
be: What factors other than lack of
total transparency affect user’s trust
in Al systems? Al-specific trust issues
may also arise from cultural depictions
in fiction and nonfiction.

We may need to account for such trust
issues in our Al user interfaces just as
much as transparency issues. In what
ways can the user interface of Al
systems help the user trust the Al
system?

PRIOR
WORK:
ROBOTICS
&

XAl

This is equivalent to what Steinfeld has
done in robotics; by developing metrics
for trust and reliability in automation
he was able to gauge how users
operate physical robots (Steinfeld,
2009, pp. 4). Such studies are available
in robotics automation but not many in
digital automation.

When it comes to building trust, XAl

(explainable Al) has become the major
approach. The shortcomings of XAl are
that while it is possible to approximate
a set of human-understandable rules,
no such approximation will ever map
onto the actual functioning of deep
neural networks that are the core of Al
(Elton, 2020). Elton calls for a self-
explaining Al approach. Whether self-
explaining Al is better than explainable
Al or interpretable Al is not important.
What is important is the fact that the
possibility of alternative strategies
suggests that we still don't understand
user trust issues in Al and ...



.. having chalked out transparency as
an issue on the basis that Al systems
are complex in function does not
mean that no other factors exist.

Ultimately the reason we construct any
of these approaches is to improve trust
and reliability on Al systems and

we must investigate if there are any
other factors as well.

THREE
METHODS

Since this entire venture is user-centric,
it is vital that we conduct a survey with
preliminary questionnaires to capture
the mass sentiment. These survey
questions will later act as seeds to
generate questions for in-depth
interviews. Ultimately it is in the one-
on-one interviews, where we will learn
the details of the experience of trust in
Al. These surveys should have a Likert
scale with germinal questions that can
later be probed to develop deeper
questions (in the interview stage) based
on how responders respond to the
surveys. For example, a survey question
might say ‘I think google answers my
questions well?" the options being:
strongly disagree, disagree, neither
agree nor disagree, agree and strongly
agree.

Based on what the answer is, we can

later develop interview questions that
can yield more qualitative data: “Help
me understand the process you go
through when searching

a query on Google?”.

Alternatively, we could also organize a
focus group as a way to brainstorm
ideas in the early stages; ideas about
other factors apart from transparency
that affect trust in Al (Breen, 2006, p.
465). We could use the themes that
emerge from these focus groups to
then generate extensive
questionnaires to understand if certain
sentiments are universal.



For example, an idea that

‘Al does not actually understand what
we want!" could be a focus group

a statement that could later translate
into a question “Google search does not
understand what | am searching for?"
on a Likert scale from strongly agree to
strongly disagree.

LIMITATIONS

A potential issue with using these
methods is that if we miss good
questions in the survey round or good

prompts in the focus group we might

miss a larger wave of sentiment about
Al in general and rather end up fixating
on specific issues. The same applies to

Both these biases mean that questions

a focus group that begins fixating on

. . . , have to be carefully worded and
one single issue in Al It could stall idea

provided balanced scales i.e. equal ratio

eneration in brainstorming sessions
9 9 of positive and negatively worded

and leave us with only one theme to , ,
questions (Experience, W. L., 2020) But

despite that, the Likert scale is still left
at the mercy of the questionnaire maker

explore (like everyone talking about not
wanting to be dictated by algorithms!).
Moreover, the Likert scale itself is open . ,
. and will impact the analysis of
to 2 well-known biases -
. . emergent themes.
1. Acquiescence bias: a tendency to
agree or select a positive response
option (Baron-Epel et al,, 2010)
2. Social-desirability bias: a tendency
to go with the socially accepted

position (Krosnick, 1999)



RECOMMEND
ATION

We should prefer interviews and focus
groups for generating ideas and

themes as an inductive Emic approach
is best suited for exploratory research.

As we do not already have a theoretical
framework about what factors other
than transparency could be impacting
the user's experience of trust in Al, we

must rely on meanings that emerge
from the field (as opposed to a more
deductive Etic approach) (Tracy, 2019
pp. 27).

Findings from this research will provide

D | S C O \/ E R Y us multiple factors in addition to lack of
transparency, that are responsible for
deficient trust in Al. XAl has been a

| S K E Y user-centric approach but recognizing
every factor before arriving at a UX
solution to Al is, putting the user in the
center of the design. If Al is to
empower, then the user's problems,

both conscious and unconscious, must
be accounted for in Al-UX designs.



APPENDIX

Du, F., Plaisant, C., Spring, N., Crowley, K., & Shneiderman, B. (2019). EventAction: A visual
analytics approach to explainable recommendation for event sequences. ACM
Transactions on Interactive Intelligent Systems (TiiS), 9(4), 1-31.

This argument does have some merit as racial bias in algorithms, poor medical decisions by
recommender systems, etc have been known to occur. But Tiktok does not use XAl and yet it
has a growing user base which means there are more strategies left to explore that can
generate trust in user and XAl is not the only way.

Elton, D. (2020). Self-explaining Al as an alternative to interpretable Al.

Transparency is one approach to improve trust but consistent results is also an equally
powerful method. Elton provides an alternative to XAl called Self Explaining Al

where the Al system explains its process using neural networks. This points to
approaches common to visual display of explanations in XAl format.

Lee, J. D., & See, K. A. (2016). Trust in Automation: Designing for Appropriate Reliance:
Human Factors. https://doi.org/10.1518 /hfes.46.1.50_30392

Lee and See argue for a deep relation between trust and reliability and go into much detail
referring to communications studies. Steinfel relies on their concepts to explain automation

reliability and automation capability in robotics.

We know for example that within robotics cute looking robots receive a better response (see
Kate Darling's work at MIT media labs)

I want to understand how does the experience of a user change when they are aware of an
Al system behind a Ul and how do cultural dispositions play a role in these experiences?



Tracy, S. J. (2019). Qualitative Research Methods: Collecting Evidence, Crafting Analysis,
Communicating Impact. John Wiley & Sons, Incorporated.
http://ebookcentral.proquest.com/Llib/georgetown/detail.action?doclD=5847435

But an entirely different approach could be complete participant observation, where the
researcher will monitor users while they are operating an Al/ML-based application like a
search engine and generate themes based on their own field notes of what they observed the
user do. In the end, the user could be provided a semantic differential scale-based
questionnaire and their answers would provide the quantitative data that the researcher can

later compare with their own field notes to draw out issues related to trust.
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